
Quantum Computing

Introduction

There are some problems so difficult, so incredibly vast, that even if 
every supercomputer in the world worked on the problem, it would still 
take longer than the lifetime of the universe to solve.

For example, 

As a fundamentally different way of computation, quantum computing 
could potentially transform our businesses and societies.

Quantum computers hold the promise to solve some of our planet's 
biggest challenges - in environment, agriculture, health, energy, 
climate, materials science, and problems we’ve not yet even imagined.
The impact of quantum computers will be far-reaching and have as 
great an impact as the creation of the transistor in 1947, which paved 
the way for today’s omnipresent all-consuming digital economy.

We experience the benefits of classical computing every day. However,
there are challenges that today’s systems will never be able to solve. 
For problems above a certain size and complexity, we don’t have 
enough computational power on Earth to tackle them.

To stand a chance at solving some of these problems, we need a new 
kind of computing. Universal quantum computers leverage the 
quantum mechanical phenomena of   superposition   and 
entanglement   to create states that scale exponentially with 
number of qubits, or quantum bits.

Quantum physics is counterintuitive because every day phenomenon 
are governed by classical physics, not quantum mechanics -- which 
takes over at the atomic level.

First, before we learn how a quantum computer works, we need to talk 
about and understand how modern digital computers work, the binary 
number system 1s and 0s, transistors & semiconductors, the important
history of the computers we now use on a daily basis to survive, and 
how quantum mechanics in physics has lead us to a quantum 
computer.



Binary Number System in Computers

From simple mechanics to sophisticated quantum modeling, our world 
has evolved greatly over time. The only thing that hasn’t changed is 
our ‘will’ to count. A hundred or so years ago, the primary system that 
humans used for calculation was the Decimal Number System.

It’s called decimal because it has 10 symbols or characters. Deci 
means ten in latin. 

[0,1,2,3,4,5,6,7,8,9]. 

That’s it. We combine these ten symbols in the decimal system to 
create very large numbers and communicate with others information 
like money or quantities of objects. 

But computers and other technological advancement fueled the need 
for a more sophisticated and technologically number system. This is 
what prompted the birth of the Binary Number System. Here, we look 
at this number system’s history, applications and advantages!

A few hundred years ago, humans invented the decimal number 
system. This served the purpose for a while but the development of the
machine and this system’s inability to perform complex functions 
forced mathematicians to develop a number system that could cater to
the aforementioned-needs. A Boolean logic manifestation, the binary 
number system exists in only two states: A True or a False. This is 
represented by 1 and 0. Moreover, different combinations of these two 
states define all other states.



First introduced in the 1930s by George Boole, an English 
mathematician, logician and educator, Boolean logic was a noticeable 
breakthrough in the world of electronics and computers. Ever since 
then, the binary number system has been used for a number of 
applications. This includes image processing, recording of high-end 
audio and HD movies, storing millions of data entry and processing 
numerous digital signal processing applications. A tool that can ensure 
the success of these application is the binary convertor. Before we 
discuss the applications and advantages of the binary number system 
further, let’s take a brief look at its history.

The Binary Number System, A Brief History

Of all positional systems, the binary number system seems to be the 
simplest. 2 is the radix or the base of the system, meaning that only 
two digits—represented by 0 and 1—appear in the system. Today, this 
number system is used in every digital computer. The two digits, 1 and
0, are considered as the two states (off/on) and these states are used 
to carry instructions and store data in computers. Generally, this 
element represents just one bit which is referred to as binary digit.

Now, let’s take a quick look at the history of the binary number system
—a number system that involves the use of a binary convertor. Do you 
know about the first electronic, digital computer? Built at the University
of Pennsylvania and called the Electronic Numerical Integrator and 
Calculator (ENAIC), the first electronic computer was invented seventy-
one years ago. The binary number system that it utilized, however, 
pre-dated it by almost three centuries.

In 1701, Gottfried Wilhelm Leibniz, the person who co-invented 
Calculus wrote a paper essay D'une Nouvelle Science Des Nombres 
about his invention. The  paper was submitted to the Paris Academy. 
But, it took another twenty years for the discovery to happen just like it
took a few hundred years to develop a binary convertor. According to 
the available literature on the subject, 1796 was the first time a binary 
arithmetic entry was reported. So, we can say that the binary number 
system was born just before the start of the 19th century.

Understanding Binary Numbers

With the help two symbols: 0 and 1, the binary numeral system 
represents numeric values. To be more specific, a positional notation 
with a 2’ radix is what the typical base-2 system is represented by. Too 
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difficult to understand? No problem, here is a simpler explanation of 
this. Only two digits: 0 and 1, are used to represent all possible values 
in the binary number system. Here, 1 represents a true state while 0 
exhibits the false state.

While we have told you about the formal beginnings of the binary 
system, we are yet to reveal its informal introduction. Around 200 BC, 
Pingala, an Indian writer, introduced sophisticated mathematical 
concepts that described metrics and as such, gave the world its first 
ever description of a binary number system.

When we use the decimal number system in our everyday life, we 
count items in the following ways. Here are ten different symbols that 
have the ability to define ten different units. The numbers are 
{0,1,2,3,4,5,6,7,8,9}. Nothing but a combination of these ten primary 
numbers are what all complex numbers such as 100 or 1350 represent.
The position of the numbers is increased each time the count exceeds 
the ten-primary symbol set and this gives us a new set of ten more 
possible values. A tool that can help you with the calculation is the 
binary convertor.

Coming back to the topic at hand, the binary system has only two 
symbols: 0 and 1 in the primary set. This causes the decimal place to 
shift by 2n factor. Here n is a representation of the Binary place. While 
the binary number system can increase in value, it is easily understood
by machines as it has only two primary states.

A Quick Look at the Boolean Logic

Now that we a have good understanding of the binary system, it is 
time to look at the logic driving it and how the system’s symbols 
interact with each other. This is how the Boolean logic works. The 
comparison between the two values is the primary principle behind this
logic. As per Boolean, there are three primary logics. This includes the 
AND, OR, and NOT logic. Following is what each logic represents.

AND: This logic says that if both the comparative values have a True 
value (1) then the outcome would be a value of TRUE (1)

OR: This logic says if that if either of the comparative values have a 
True value (1) then the outcome would be a value of TRUE (1)

NOT: This logic simply reverses a given value. For example, if the given
value is a True value then this value will invert it to False and if it is 
False value then it will be inverted to a True value



Of the three logics mentioned above, two required a minimum of two 
variables and only NOT can function with a single variable. In addition 
to the aforementioned- primary logics, there are some other logics too 
but these are only a combination of the three primary logics. With the 
Boolean logic discussed, it’s time to move onto the applications of the 
binary number system and how to use a binary convertor.

Applications

The computer technology is the where the most common application 
for this number system can be seen. After all, a two-digit number 
system used in digital encoding is what all computer language and 
programming is based on. Taking data and then depicting it with 
restrained bits of information is what makes up the digital encoding 
process. The restrained information comprises of the binary system’s 
0s and 1s. An example of this is the images on your computer screen. 
A binary line for each pixel is used to encode these images.

In case a screen uses a sixteen-bit code, each pixel will be given 
instructions about what color to show based on which bits are 0s and 
which are 1s. The outcome of this is more than sixty-five thousand 
colors being represented by 2^16. In addition to this, a mathematics 
branch known as Boolean algebra is where you will find the application 
of the binary number system. Logic and truth values are what this 
mathematics field is concerned with. In this application, based on 
whether they are true or false, statements are assigned a 0 or 1. If 
you’re looking for a tool that aids in this application, then you may 
want to try a binary convertor.

The Advantage of the Binary Number System

The binary number system is useful for a number of things. For 
example, to add numbers, a computer flips switches. By adding binary 
numbers to the system, you can stimulate computer adding. Now, 
there are two main reasons to use this number system for computers. 
First is that it can provide a safety range for reliability. Secondary and 
most importantly, it helps minimize the circuitry required. This lower 
the space required, the energy consumed and costs spent.

Transistors & Modern Classical Computers
Although its name is not known to many, the transistor has 
revolutionized modern electronics and computers.

A transistor is an electrical device which can amplify and boost an 
electrical current. Transistors can also function as switches and turn 
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different electrical currents on and off. Transistors are tiny switches 
that form the bedrock of modern computing—billions of them route 
electrical signals around inside a smartphone, for instance.

Walter Brattain, John Bardeen, and William Shockley, the inventors of 
the transistor, earned the Nobel Prize for physics in 1956. The three, in 
fact, discovered the so-called “transistor effect”, obtained by 
overlapping layers of germanium and silicon between them and 
making them cross by a current.

It is probable that the three physicists were not yet sure on the 
potential of the discovery that, at the time, was mainly used in FM 
radios, but that in the following years radically opened the doors to 
microelectronics. The spread of this innovation has been so disruptive 
that, from 1950 to today, we have printed about a sextillion (that is, a 
one followed by twenty-one zeros) of transistors.

From the radio to the smartphones. Just 10 years after the discovery of 
the transistors, Gordon Moore, American computer scientist and 
entrepreneur, has hypothesized that the processing capacity of these 
components could have doubled every eighteen months. This 
consideration passed to history as Moore’s first law, proved to be 
correct: from the famous radio to the first integrated circuits, passing 
through the logic gates (which we can define as the operations of the 
binary system), the evolution was very fast.

Principles of CPU architecture – logic gates, MOSFETS and 
voltage

The use of transistors for the construction of logic gates depends upon their utility as fast 
switches. Transistors are electricity current switches. Transistors have three sticks. 

Logic gates are the basic building blocks of any digital system. It is an 
electronic circuit having one or more than one input and only one 
output. Many inputs and outputs at the speed of light to compute 
information. The relationship between the input and the output is 
based on a certain logic. Based on this, logic gates are named as AND 
gate, OR gate, NOT gate etc. Example an AND gate in a computer:
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AND, OR gates: 3 transistors. NAND, NOR gates: 2 transistors.

The underlying principles of all computer processors are the same. 
Fundamentally, they all take signals in the form of 0s and 1s (thus 
binary signals), manipulate them according to a set of instructions, and
produce output in the form of 0s and 1s. The voltage on the line at the 
time a signal is sent determines whether the signal is a 0 or a 1. On a 
3.3-volt system, an application of 3.3 volts means that it’s a 1, while an
application of 0 volts means it’s a 0.

Processors work by reacting to an input of 0s and 1s in specific ways 
and then returning an output based on the decision. The decision itself 
happens in a circuit called a logic gate, each of which requires at least 
one transistor, with the inputs and outputs arranged differently by 
different operations. The fact that today’s processors contain millions 
of transistors offers a clue as to how complex the logic system is. The 
processor’s logic gates work together to make decisions using Boolean 
logic, which is based on the algebraic system established by 
mathematician George Boole.

The main Boolean operators are AND, OR, NOT, and NAND (not AND); 
many combinations of these are possible as well. An AND gate outputs 



a 1 only if both its inputs were 1s. An OR gate outputs a 1 if at least 
one of the inputs was a 1. And a NOT gate takes a single input and 
reverses it, outputting 1 if the input was 0 and vice versa. NAND gates 
are very popular, because they use only two transistors instead of the 
three in an AND gate yet provide just as much functionality. In addition,
the processor uses gates in combination to perform arithmetic 
functions; it can also use them to trigger the storage of data in 
memory.

Logic gates operate via hardware known as a switch – in particular, a 
digital switch. In the days of room-size computers, the switches were 
actually physical switches, but today nothing moves except the current
itself. The most common type of switch in today’s computers is a 
transistor known as a MOSFET (metal-oxide semiconductor field-effect 
transistor). This kind of transistor performs a simple but crucial 
function: When voltage is applied to it, it reacts by turning the circuit 
either on or off. In a CPU, the voltage at which the MOSFETs react 
determines the voltage requirements of the processor. So, in a 2V 
processor, logical circuits are built with MOSFETS that react at 2V, 
hence an incoming current at or near the high end of the voltage 
range, 2V, switches the circuit on, while an incoming current at or near 
0V switches the circuit off.

Millions of MOSFETs act together, according to the instructions from a 
program, to control the flow of electricity through the logic gates to 
produce the required result. Again, each logic gate contains one or 
more transistors, and each transistor must control the current so that 
the circuit itself will switch from off to on, switch from on to off, or stay 
in its current state.

A quick look at the simple AND and OR logic-gate circuits shows how 
the circuitry works. Each of these gates acts on two incoming signals to
produce one outgoing signal. Logical AND means that both inputs must
be 1 in order for the output to be 1; logical OR means that either input 
can be 1 to get a result of 1. In the AND gate, both incoming signals 
must be high-voltage (or a logical 1) for the gate to pass current 
through itself.



The flow of electricity through each gate is controlled by that gate’s 
transistor. However, these transistors aren’t individual and discrete 
units. Instead, large numbers of them are manufactured from a single 
piece of silicon (or other semiconductor material) and linked together 
without wires or other external materials. These units are called 
integrated circuits (ICs), and their development basically made the 
complexity of the microprocessor possible. The integration of circuits 
didn’t stop with the first ICs. Just as the first ICs connected multiple 
transistors, multiple ICs became similarly linked, in a process known as
large-scale integration (LSI); eventually such sets of ICs were 
connected, in a process called very large-scale integration (VLSI).

Modern day microprocessors contain tens of millions of microscopic 
transistors. Used in combination with resistors, capacitors and diodes, 
these make up logic gates. Logic gates make up integrated circuits, 
and ICs make up electronic systems. Intel’s first claim to fame lay in its
high-level integration of all the processor’s logic gates into a single 
complex processor chip – the Intel 4004 – released in late 1971. This 
was 4-bit microprocessor, intended for use in a calculator. It processed 
data in 4 bits, but its instructions were 8 bits long. Program and data 
memory were separate, 1KB and 4KB respectively. There were also 
sixteen 4-bit (or eight 8-bit) general purpose registers. The 4004 had 
46 instructions, using only 2,300 transistors in a 16-pin DIP and ran at 
a clock rate of 740kHz (eight clock cycles per CPU cycle of 10.8 
microseconds).



64-bit processors

A 64-bit register can hold any of 264 (over 18 quintillion or 1.8×1019) 
different values. The range of integer values that can be stored in 64 
bits depends on the integer representation used. With the two most 
common representations, the range is 0 through 
18,446,744,073,709,551,615 (264 − 1) for representation as an 
(unsigned) binary number, and −9,223,372,036,854,775,808 (−263) 
through 9,223,372,036,854,775,807 (263 − 1) for representation 
as two's complement. Hence, a processor with 64-bit memory 
addresses can directly access 264 bytes (=16 exabytes) of byte-
addressable memory.

FASTEST CLASSICAL SUPERCOMPUTER IN THE WORLD (not a 
quantum computer)

June 2018, the US Department of Energy and IBM unveiled Summit, 
America’s latest supercomputer, which is expected to bring the title of 
the world’s most powerful computer back to America from China, 
which currently holds the mantle with its Sunway TaihuLight 
supercomputer.

With a peak performance of 200 petaflops, or 200,000 trillion 
calculations per second, Summit more than doubles the top speeds of 
TaihuLight, which can reach 93 petaflops. Summit is also capable of 
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over 3 billion billion mixed precision calculations per second, or 3.3 
exaops, and more than 10 petabytes of memory, which has allowed 
researchers to run the world’s first exascale scientific calculation.

On 7 May 2019, The U.S. Department of Energy announced a contract 
with Cray Inc. to build the "Frontier" supercomputer at Oak Ridge 
National Laboratory. Frontier is anticipated to be operational in 2021 
and, with a performance of greater than 1.5 exaflops, should then be 
the world's most powerful computer.

How to measure computer performance in FLOPS?

The performance capabilities of supercomputers (for example, Indiana 
University's research computing systems) are expressed using a 
standard rate for indicating the number of floating-point arithmetic 
calculations systems can perform on a per-second basis. The 
rate, floating-point operations per second, is abbreviated as FLOPS.

Measure storage capacity in bytes

Computer storage and memory capacities are expressed in units called
bits and bytes. A bit is the smallest unit of measurement for digital 
information in computing. A byte is the number of bits a particular 
computing architecture needs to store a single text character. 
Consequently, the number of bits in a byte can differ between 
computing platforms. However, due to the overwhelming popularity of 
certain major computing platforms, the 8-bit byte has become the 
international standard, as defined by the International Electrotechnical 
Commission (IEC   ).

An uppercase "B" is used for abbreviating "byte(s)"; a lowercase "b" is 
used for abbreviating "bit(s)". This difference can cause confusion. For 
example, file sizes are commonly represented in bytes, but download 
speeds for electronic data are commonly represented in bits per 
second. With a download speed of 10 megabits per second (Mbps), you
might mistakenly assume a 100 MB file will download in only 10 
seconds. However, 10 Mbps is equivalent to only 1.25 MB per second, 
meaning a 100 MB file would take at least 80 seconds to download.
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Abbreviation
Order of magnitude
(as a factor of 10)

Computer 
performance Storage capacity

giga- G 109 gigaFLOPS
(GFLOPS)

tera- T 1012 teraFLOPS
(TFLOPS)

peta- P 1015 petaFLOPS
(PFLOPS)

exa- E 1018 exaFLOPS
(EFLOPS)

zetta- Z 1021 zettaFLOPS
(ZFLOPS)

yotta- Y 1024 yottaFLOPS
(YFLOPS)

Understand orders of magnitude in computer performance

GigaFLOPS

A 1 gigaFLOPS (GFLOPS) computer system is capable of performing one
billion (109) floating-point operations per second. To match what a 1 
GFLOPS computer system can do in just one second, you'd have to 
perform one calculation every second for 31.69 years.

TeraFLOPS

A 1 teraFLOPS (TFLOPS) computer system is capable of performing one
trillion (1012) floating-point operations per second. The rate 1 TFLOPS 
is equivalent to 1,000 GFLOPS. To match what a 1 TFLOPS computer 



system can do in just one second, you'd have to perform one 
calculation every second for 31,688.77 years.

PetaFLOPS

A 1 petaFLOPS (PFLOPS) computer system is capable of performing one
quadrillion (1015) floating-point operations per second. The rate 1 
PFLOPS is equivalent to 1,000 TFLOPS. To match what a 1 PFLOPS 
computer system can do in just one second, you'd have to perform one
calculation every second for 31,688,765 years.

ExaFLOPS

A 1 exaFLOPS (EFLOPS) computer system is capable of performing one 
quintillion (1018) floating-point operations per second. The rate 1 
EFLOPS is equivalent to 1,000 PFLOPS. To match what a 1 EFLOPS 
computer system can do in just one second, you'd have to perform one
calculation every second for 31,688,765,000 years.

Quantum Mechanics & Physics

Quantum computers use the behavior of the subatomic in quantum 
mechanics to compute faster than anything seen before.

Let’s talk about that behavior. 

Classical physics, the description of physics existing before the 
formulation of quantum mechanics, describes nature at ordinary 
(macroscopic) scale, and in general, things we can see with our own 
eyes.

An example of Classical physics theory done at macroscopic scale is Sir
Issac Newton’s three laws of Motion:

1. Every object (a planet, a person, a car, a tennis ball, sand) in a state of uniform 
motion will remain in that state of motion unless an external force acts on it. Or 
law of inertia.

2. Force equals mass times acceleration [  ].
3. For every action there is an equal and opposite reaction.
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Gravity, motion, momentum. Scientist saw these things with their own 
eyes. This is a very condensed example of classical physics and what it
dealt with. Then came quantum mechanics in 1900.

Quantum mechanics, (also known as quantum physics) is a 
fundamental theory in physics which describes nature at the smallest –
including atomic and subatomic – scales.

In the physical sciences, a particle is a small localized object to which 
can be ascribed several physical or chemical properties such 
as volume, density or mass.[1]  [2] They vary greatly in size or quantity, 
from:

1. subatomic particles like the electron, 
2. to microscopic particles like atoms and molecules, 
3. to macroscopic particles like powders and other granular materials.

Quantum mechanics differs from classical physics in that:

1. energy, momentum, angular momentum, and other quantities of a bound 
system are restricted to discrete values (quantization), 

2. objects have characteristics of both particles and waves (wave-particle 
duality), and 

3. there are limits to the precision with which quantities can be measured 
(the uncertainty principle)

The word quantum derives from the Latin, meaning "how great" or 
"how much". In quantum mechanics, it refers to a discrete unit 
assigned to certain physical quantities such as the energy of 
an atom at rest (see Figure 1). The discovery that particles are discrete
packets of energy with wave-like properties led to the branch of 
physics dealing with atomic and subatomic systems which is today 
called quantum mechanics

Quantum mechanics is essential to understanding the behavior of 
systems at atomic length scales and smaller. If the physical nature of 
an atom were solely described by classical mechanics, electrons would 
not orbit the nucleus, since orbiting electrons emit radiation (due 
to circular motion) and would quickly collide with the nucleus due to 
this loss of energy. This framework was unable to explain the stability 
of atoms. Instead, electrons remain in an uncertain, non-
deterministic, smeared, probabilistic wave–particle orbital about the 
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nucleus, defying the traditional assumptions of classical mechanics 
and electromagnetism.[23]

Quantum mechanics was initially developed to provide a better 
explanation and description of the atom, especially the differences in 
the spectra of light emitted by different isotopes of the same chemical 
element, as well as subatomic particles. In short, the quantum-
mechanical atomic model has succeeded spectacularly in the realm 
where classical mechanics and electromagnetism falter.

Quantum mechanics gradually arose from theories to explain 
observations which could not be reconciled with classical physics, such 
as Max Planck's solution in 1900 to the black-body radiation problem, 
and from the correspondence between energy and frequency in Albert 
Einstein's 1905 paper which explained the photoelectric effect. Early 
quantum theory was profoundly re-conceived in the mid-1920s 
by Erwin Schrödinger, Werner Heisenberg, Max Born and others. The 
modern theory is formulated in various specially developed 
mathematical formalisms. In one of them, a mathematical function, 
the wave function, provides information about the probability 
amplitude of position, momentum, and other physical properties of 
a particle.

Broadly speaking, quantum mechanics incorporates four classes of 
phenomena for which classical physics cannot account:

 quantization of certain physical properties
 quantum entanglement
 principle of uncertainty
 wave–particle duality

1. In physics, quantization is the process of transition from a 
classical understanding of physical phenomena to a newer 
understanding known as quantum mechanics. Also related is field
quantization, as in the "quantization of the electromagnetic field",
referring to photons as field "quanta" (for instance as light 
quanta). Einstein entertained the possibility that there might be 
actual physical quanta of light—what we now call photons.

2. Quantum entanglement is a label for the observed physical 
phenomenon that occurs when pairs or groups of particles are 
generated, interact, or share spatial proximity in ways such that 
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the quantum state of each particle cannot be described 
independently of the state of the others, even when the particles 
are separated by a large distance. As it is an apparent violation 
of causality, the topic of quantum entanglement is at the heart of
the on-going disparity between classical and quantum physics, 
also referred to as locality.

3. In quantum mechanics, the uncertainty principle (also known 
as Heisenberg's uncertainty principle) is any of a variety 
of mathematical inequalities  [1] asserting a fundamental limit to 
the precision with which certain pairs of physical properties of 
a particle, known as complementary variables or canonically 
conjugate variables such as position x and momentum p, can be 
known or, depending on interpretation, to what extent such 
conjugate properties maintain their approximate meaning, as the 
mathematical framework of quantum physics does not support 
the notion of simultaneously well-defined conjugate properties 
expressed by a single value. Introduced first in 1928, by the 
German physicist Werner Heisenberg, it states that the more 
precisely the position of some particle is determined, the less 
precisely its momentum can be known, and vice versa. A key 
element of quantum mechanics is Heisenberg's uncertainty 
principle, which forbids the simultaneous measurement of the 
position and momentum of a particle along the same direction. 
Remarkably, the uncertainty principle for charged, material 
particles requires the quantization of light into photons, and even 
the frequency dependence of the photon's energy and 
momentum.

4. Wave–particle duality is the concept in quantum 
mechanics that every particle or quantum entity may be 
described as either a particle or a wave. It expresses the inability 
of the classical concepts "particle" or "wave" to fully describe the 
behaviour of quantum-scale objects. As Albert Einstein wrote:[1]It
seems as though we must use sometimes the one theory and 
sometimes the other, while at times we may use either. We are 
faced with a new kind of difficulty. We have two contradictory 
pictures of reality; separately neither of them fully explains the 
phenomena of light, but together they do.
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Wavefunctions of the electron in a hydrogen atom at different energy 
levels. Quantum mechanics cannot predict the exact location of a 
particle in space, only the probability of finding it at different locations.
[1] The brighter areas represent a higher probability of finding the 
electron.

What is the difference between a Photon and an atom?

1. Photon is a bulk of energy while atom is made up 
of proton, neutron and electron.

2. Photons can have energy according to its frequency, atom 
can have different number of proton, neutron and electrons.

3. Photons always travel at the speed of light while atoms 
can vibrate within their equillibrium position.

4. Photons can be polarized while atoms are neutral.
5. Photons can travel through material without any interaction

or loss of energy which is not possible with atoms.

Photons are the smallest measure of light, and no, they don't have 

mass. So that's easy, right? Light is composed of photons, which have 

no mass, so therefore light has no mass and can't weigh anything.



So photons are particles of light and other electromagnetic waves, they transmit 

electric and magnetic interactions. ... Electrons have mass, photons have 

not, electrons have electric charge, photons have not. Electron has the spin which is 

half of the spin of photon.

quantum computers use     qubits, which are typically subatomic particles such as 

electrons or     photons. So quantum computers can use either photons or 

electrons.

Not so fast. Because photons have energy -- and, as Einstein taught us,

energy is equal to the mass of a body, multiplied by the speed of light 

squared. How can photons have energy if they have no mass? (One 

imagines Einstein thinking about photons re: mass and shrugging, 

hoping that nobody noticed the discrepancy.)

Actually, what Einstein was proving is that energy and mass could be 

the same thing -- all energy has some form of mass. Light may not 

have rest (or invariant) mass -- the weight that describes the heft of an

object. But because of Einstein's theory (and the fact that lightbehaves

like it has mass, in that it's subject to gravity), we can say that mass 

and energy exist together. In that case, we'd call it relativistic 

mass -- mass when an object is in motion, as opposed to at rest.

Photon is the smallest unit of electromagnetic fields whereas an atom 
is the building block of all the matter around us.

Though the more specific difference would be that an atom has a 
definite rest mass , but the rest mass of a photon is always zero. It 
doesn’t mean that a photon can’t impart momentum like an atom , it 
can , when it moves.

An atom is the Greek definition.

The smallest way an Element can be divided without it no longer being 
an Element.

https://science.howstuffworks.com/life/inside-the-mind/human-brain/einsteins-brain.htm


The Greek word atom means indivisible, which is why you see the word
also in computer science, referring to the smallest division of a 
program instruction.

An atom is the Greek definition.

The smallest way an Element can be divided without it no longer being 
an Element.

The Greek word atom means indivisible, which is why you see the word
also in computer science, referring to the smallest division of a 
program instruction.

The Greek proof of atom proves molecules not atoms but that is 
because they did not understand elements.

Elements are formed from a combination of atomic particles.

Since the science of this is complex, I will just describe the simplest 
Hydrogen atom, where the Hydrogen molecule is two of them joined 
together.

The Hydrogen atom is one electron and one proton, where the electron
has most of the non-inertial energy and the proton has the inertial 
energy (also known as rest mass, because mass is equivalent to 
energy).

In other words the electron can be said to be moving and the proton 
can be said to be the lowest possible energy state of that electron.

Note already how I am confusing you because I am saying that the 
“position" of the “particle" with the greatest inertial mass (rest mass) - 
the proton — is equivalent to an energy “state".

But you did ask the question, and I know that you don't want either the
mathematical explanation of the Physics professor or the dumbed 
down explanation of the Physics teacher.

Now for how the photon is part of this.

The electrons in atoms have energy states.

You can call this energy “quantum energy" because the value of 
energy is an integer multiple of a fixed quantity of energy.



You can call this energy “relative" because all non-inertial energy is 
relative to something else, OTHER than the energy of a photon (or of 
the other particles equivalent to photons in that they TRANSFER 
(although if you know the math the better word is mediate or transit) 
energy.

You can call this energy “kinetic" because the electrons are “moving" 
and because it is convenient to treat electrons as moving with kinetic 
energy, when we say that they have quantum energy.

You can call this energy “wave energy" because it is convenient to 
treat the “orbits" of these “moving electrons" as standing waves, and 
because there are two types of math used to describe the energy of 
the electron and the energy of the photon. Wave and Particle.

But the (by now) very simple way to explain the photon follows on from
this.

A photon is just the smallest possible way to divide the energy of that 
electron.

And this energy is what is TRANSITED or MEDIATED between two 
electrons, even when they are in the same atom.

Yes, you heard that right.

A photon transits between two electrons in different atoms, separated 
by a relative distance of about 300000000 metres, and the relative 
time for the TRANSIT is about one second.

That is because the photon represents a loss of energy (and hopefully 
by now you can see that all energy, other than inertial) is relative to 
something else) of the first electron and a gain of energy of the second
electron.

Note to PhD in Physics getting very upset with me for not mentioning 
how there is a lot more to this, or anything else I have left out.

Yes I know. I think he gets the general idea.

So in summary the atom is where the photon usually comes from, or 
usually goes to, when energy is transferred from one atom to another.



But photons involve the acceleration of electrons. By acceleration I 
mean either going faster or slower, and hopefully by now you can see 
that faster or slower don't mean what you used to think they meant.

If we accelerate electrons in a vacuum, the photons are x-rays. Very 
high frequency “waves"

If we accelerate electrons in the metal skin of a radio transmitter, the 
photons are radio waves. Low to very low frequency “waves".

If we accelerate the electrons in the atom by the atom having a 
temperature higher than absolute zero, the photons are infrared 
radiation.

If we accelerate the electrons so that the radiation of the “wave" or 
“particle" is visible, we call this light.

To see photons up close and personal at a wide range of frequencies, 
rub your feet on the carpet and then touch the metal doorknob.

The spark will generate photons that can be seen, that can be detected
by the very small circuits in your smartphone (which is why they have 
to be designed to ignore them), and that can be felt — because 
photons transfer energy from the knob to your hand.

The main thing to understand, in my very difficult to understand 
answer, to your question, which is a lot better than many people who 
have just “heard of” photons or atoms would think, is that photons, just
like the “waves" we can say that light, radio, and x-rays are also, do 
not really exist.

Electromagnetic spectrum

The electromagnetic spectrum is the range of frequencies of electromagnetic 

radiation and their respective wavelengths and photon energies.

What are electromagnetic fields?

Definitions and sources

Electric fields are created by differences in voltage: the higher the 
voltage, the stronger will be the resultant field. Magnetic fields are 
created when electric current flows: the greater the current, the 
stronger the magnetic field. An electric field will exist even when 



there is no current flowing. If current does flow, the strength of the 
magnetic field will vary with power consumption but the electric field
strength will be constant.
Natural sources of electromagnetic fields

Electromagnetic fields are present everywhere in our environment 
but are invisible to the human eye. Electric fields are produced by 
the local build-up of electric charges in the atmosphere associated 
with thunderstorms. The earth's magnetic field causes a compass 
needle to orient in a North-South direction and is used by birds and 
fish for navigation.
Human-made sources of electromagnetic fields

Besides natural sources the electromagnetic spectrum also includes 
fields generated by human-made sources: X-rays are employed to 
diagnose a broken limb after a sport accident. The electricity that 
comes out of every power socket has associated low frequency 
electromagnetic fields. And various kinds of higher frequency 
radiowaves are used to transmit information – whether via TV 
antennas, radio stations or mobile phone base stations.
Key points:

1. The electromagnetic spectrum encompasses both natural and 
human-made sources of electromagnetic fields.

2. Frequency and wavelength characterise an electromagnetic 
field. In an electromagnetic wave, these two characteristics are 
directly related to each other: the higher the frequency the shorter 
the wavelength.

3. Ionizing radiation such as X-ray and gamma-rays consists of 
photons which carry sufficient energy to break molecular bonds. 
Photons of electromagnetic waves at power and radio frequencies 
have much lower energy that do not have this ability.

4. Electric fields exist whenever charge is present and are 
measured in volts per metre (V/m). Magnetic fields arise from 
current flow. Their flux densities are measured in microtesla (µT) or 
millitesla (mT).

5. At radio and microwave frequencies, electric and magnetic 
fields are considered together as the two components of an 
electromagnetic wave. Power density, measured in watts per square 
metre (W/m2), describes the intensity of these fields.

6. Low frequency and high frequency electromagnetic waves 
affect the human body in different ways.



7. Electrical power supplies and appliances are the most common 
sources of low frequency electric and magnetic fields in our living 
environment. Everyday sources of radiofrequency electromagnetic 
fields are telecommunications, broadcasting antennas and 
microwave ovens.

How is electricity made?

It all starts with atoms

Atoms are small particles and put simply, they are the basic building blocks of 

everything around us, whether it is our chairs, desks or even our own body. 

Atoms are made up of even smaller elements, called protons, electrons and 

neutrons.

When electrical and magnetic forces move electrons from one atom to another, 

an electrical current is formed. 

Take a look at this video to see electrons in action.

When electrical and magnetic forces move electrons from one atom to another, an 

electrical current is formed. Spinning turbines spin magnets

Firstly, to generate electricity, you’ll require a fuel source, such as coal, gas, 

hydropower or wind. 

In Australia, most of our electricity supply is generated from traditional fuels, such

as coal and natural gas, with around 14 percent coming from renewable 

energy sources.1 

Regardless of the chosen fuel, most generators operate on the same proven 

principle: turn a turbine so that it spins magnets surrounded by copper wire, to 

get the flow of electrons across atoms, which in turn generates electricity.

Coal and gas work in similar ways; they are both burned to heat water, which 

creates steam and turns the turbine. 

https://www.originenergy.com.au/blog/renewable-energy/
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Renewable energy sources such as hydropower and wind operate slightly 

differently, with either the water or the wind being used to turn the turbine, and 

generate the electricity.

Solar photovoltaic panels take a different approach again: they generate 

electrical power by converting solar radiation into electricity using semi-

conductors.

Think of a qubit as an electron in a magnetic field.



The most common metals used for permanent magnets are iron, nickel, cobalt 

and some alloys of rare earth metals. 

Magnets attract iron due to the influence of their magnetic field upon 

the iron. ... When exposed to the magnetic field, the atoms begin to align their 

electrons with the flow of the magnetic field, which makes the iron magnetized 

as well. This, in turn, creates an attraction between the two magnetized objects.

copper wire coil magnetic field

An electromagnetic coil is an electrical conductor such as a wire in the shape of

a coil, spiral or helix.[1][2] Electromagnetic coils are used in electrical engineering, 

in applications where electric currents interact with magnetic fields, in devices 

such as electric motors, generators, inductors, electromagnets, transformers, and
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sensor coils. Either an electric current is passed through the wire of the coil to 

generate a magnetic field, or conversely an external time-varying magnetic field 

through the interior of the coil generates an EMF (voltage) in the conductor.

Photons dual wave-particle nature

Photons, like all quantum objects, exhibit wave-like and particle-like properties. 
Their dual wave–particle nature can be difficult to visualize. The photon displays 
clearly wave-like phenomena such as diffraction and interference on the length 
scale of its wavelength. For example, a single photon passing through a double-
slit experiment exhibits interference phenomena but only if no measure was 
made at the slit. A single photon passing through a double-slit experiment lands 
on the screen with a probability distribution given by its interference pattern 
determined by Maxwell's equations.[61] However, experiments confirm that the 
photon is not a short pulse of electromagnetic radiation; it does not spread out as
it propagates, nor does it divide when it encounters a beam splitter.[62] Rather, the
photon seems to be a point-like particle since it is absorbed or emitted as a 
whole by arbitrarily small systems, systems much smaller than its wavelength, 
such as an atomic nucleus (≈10−15 m across) or even the point-like electron. 
Nevertheless, the photon is not a point-like particle whose trajectory is shaped 
probabilistically by the electromagnetic field, as conceived by Einstein and 
others; that hypothesis was also refuted by the photon-correlation experiments 
cited above. According to our present understanding, the electromagnetic field 
itself is produced by photons, which in turn result from a local gauge 
symmetry and the laws of quantum field theory (see §     Second 
quantization and §     The photon as a gauge boson below).
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Heisenberg's thought experiment for locating an electron (shown in blue) with a 
high-resolution gamma-ray microscope. The incoming gamma ray (shown in 
green) is scattered by the electron up into the microscope's aperture angle θ. The
scattered gamma ray is shown in red. Classical optics shows that the electron 
position can be resolved only up to an uncertainty Δx that depends on θ and 
the wavelength λ of the incoming light.

Hendrik A. Lorentz was chairman of the first Solvay Conference held in Brussels 
from October 30th to November 3rd, 1911.[2] The subject was Radiation and the 
Quanta. This conference looked at the problems of having two approaches, 
namely classical physics and quantum theory. Albert Einstein was the second 
youngest physicist present. The famous French-Polish Marie Curie was the first 
woman in the conference. Einstein in the middle. 

A. Piccard, E. Henriot, P. Ehrenfest, E. Herzen, Th. de Donder, E.
Schrödinger, J.E. Verschaffelt, W. Pauli, W. Heisenberg, R.H. Fowler, L. Brillouin

P. Debye, M. Knudsen, W.L. Bragg, H.A. Kramers, P.A.M. Dirac, A.H.
Compton, L. de Broglie, M. Born, N. Bohr;

I. Langmuir, M. Planck, M. Curie, H.A. Lorentz, A. Einstein, P. Langevin, Ch.-E.
Guye, C.T.R. Wilson, O.W. Richardson
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Quantum Computers

Quantum computers store information using subatomic particles, which behave
according to very different rules than the ones that govern our macro world. For 
example, quantum particles can exist in a "superposition" of two different states 
at the same time, and particles can be separated by light-years yet still be 
"entangled," affecting each others' properties. 

Superposition can be thought of as the following. You have a coin with 
head or tails, just like 0 or 1. It can only be either heads, or tails, right? 
Wrong! If you toss the coin, you see that while is in the air, is it head or
tails? It’s both. That’s the idea of superposition. It’s both 0 and 1, at 
the same time. 

Going deeper, what is actually representing the abstract idea of 0 and 
1 simultaneously in the behavior of the subatomic particle? How do 
you read and write information on a qbit? 

To do that, we need a qbit, and for that we could be using an electron 
in a phosphorus atom as a qbit. We could be using a photon of light as 
a qbit. The nucleusof the phosphorus of an atom as a qbit. This single 

How to build a qbit:

Let’s use a phosphorus atom. 

1. The tiny atom is embedded in a silicon crystal right next to a 
transistor (remember transistors are the gates for the operations 
of the 1s and 0s). Silicon also serves as a photovoltaic, light-absorbing 
material, and semiconductor. 

2. The electron of the atom has a magnetic die pole called a spin, up or down, like 
the classic 1 or 0. The electron can be facing up, or facing down, its state 
depending on an outside force which we will explain in the next sentence. To 
differentiate the energy state of the electron when it is spin up or spin down, you 
need to apply a strong magnetic field. To do that we use a superconducting 
magnet. Magnets are metals, for example Iron. A coil of super conducting wire 
interacts with the atom. 

3. So now the electron will line up with its psin pointing down. That its lowest energy
state. And it would take some energy to put it into the spin up state. But not that 
much energy. If it was at room temperate, the electron would have so much 
thermal energy, it would be bouncing around from spin up and spin down and 
back. 

https://www.space.com/31562-weird-universe-revealed-in-quantum-entanglement-breakthrough.html


4. You need to cool down the whole apparatus to only a few hundreds of a degree 
of cero. From top to bottom, the system gradually cools from four Kelvin -- liquid-
helium temperatures -- to 800 milliKelvin, 100 milliKelvin and, finally, 10 
milliKelvin. Inside the canister, that's 10 thousandths of a degree above absolute 
zero. The wires, meanwhile, carry RF-frequency signals down to the chip.

5. isolating the qbit from unwanted "noise." This includes electrical, magnetic and
thermal noise -- just the temperature of the room renders the whole machine 
useless.

6. This way you know the electron is spin down and stays there stable. There’s not
enough thermal energy in the surroundings to spin it the other way before we 
spin it ourselves on purpose as part of creating the qbit. 

7. If you want to write info to qbit, you can put the electron into the spin up 
state by hitting it with a pulse of micro waves. That pulse has to have a very 
specific frequency. That frequency depends on the magnetic field that the 
electron is sitting in. 

8. Electron is like a radio, can tune only to one station. And when 
that station is broadcasting, the electron gets all excited and 
spins up and turns into the up state. 

9. You can stop it at any point, if you stop pulse at any point, what 
you have created is a special quantum superposition of the 
spin up and spin down phase with a specific phase between the 
two superposition

10. How do you read the information? You use the transistor
that this phosphorus atom is embedded next two.

a. The spin down has the lower energy, and the spin up has 
the higher energy. 

b. The transistor has a puddle of electrons. This puddle of 
electron is filled up with a certain level of energy. If the 
electron (qbit) is pointing up, IT CAN JUMP OVER INTO 
THE TRANSISTOR!!! That’s how you write a qbit, 
because the spin up electron has more energy than 
all the others. 

c. This leaves the bare nucleus charge of the phosphorus. 



11. Because the qbit is so small and isolated from the rest of 
the world, it’s a qbit that can live for a very long time. 

12. You need to eliminate all spin from silicon crystal to not 
mess up the aforemention and bring other unwanted forces into 
the mix. 

13. Use crystal of silicon 28, which has no nucleus spin. 

Superposition is the ability of a quantum system to be in multiple states at the same 
time until it is measured.

Superposition reduces the number of steps to do a calculation or 
computation. 

How does a quantum computer work:

a. Qbit can be in both states at once. When you measure the 
spin, it will be up or down, but before you measure it, the 
electron can exist in what’s call a quantum superposition - 
Superposition is the ability of a quantum system to be in 
multiple states at the same time until it is measured – with 
two quoefficients 0.80 (80%) or 0.2 (20%) probabilities of 
finding the electron in one state of the other.

b. You need TWO interacting quantum bits. Now there 
are four possible states. [Up, Up];[Up, down];[Down, 
Up];[Down, Down]

c. Super position allows me to make a superposition of 
each of those four states. 

Quantum computing harnesses the unique behavior of quantum 
physics to provide a new and powerful model of computing. The theory
of quantum physics posits that matter, at a quantum level can be in a 
superposition of multiple classical states. And those many states 
interfere with each other like waves in a tide pool. The state of matter 
after a measurement "collapses" into one of the classical states.

Thereafter, repeating the same measurement will produce the same 
classical result. Quantum entanglement occurs when particles interact 



in ways such that the quantum state of each cannot be described 
independently of the others, even if the particles are physically far 
apart.

Quantum computing stores information in quantum states of matter 
and uses its quantum nature of superposition and entanglement to 
realize quantum operations that compute on that information, thereby 
harnessing and learning to program quantum interference.

Quantum computing might sound daunting, but with the right 
resources you can start building quantum applications today.

numbers beside it oscillate between 1.0000 and 0.0000. This is one of 
the strengths of qubits: they do not have to be the all-or-nothing 1 or 0
of binary bits but can occupy states in between. This quality of 
“superposition” allows each qubit to perform more than one 
calculation at a time, speeding up computation in a manner that 
seems almost miraculous. Although the final readout from a qubit is a 
1 or 0, the existence of all of those intermediary steps means it can be
difficult or impossible for a classical computer to do the same 
calculation. 

squiggly lines display waveforms that correspond to the functions 
being performed on the qubits. Next to that section is a box about the 
size of a desktop printer, which sends those waveforms as electrical 
pulses through wires and into the silver cylinder. If the cylinder were 
open, one would see a series of six chambers, arranged in layers like a
wire-festooned upside-down wedding cake. Each chamber is chilled to
a temperature significantly colder than the one above it; the 
bottommost layer is a frigid 15 millikelvins, nearly 200 times as cold 
as the depths of outer space. Wires passing through the successive 
stages relay control signals from the warm outside world and pass 
back results from the chamber.

The qubit

Quantum computing defines computing concepts that reflect the 
quantum behavior. Quantum computing begins with the notion of a 
qubit. In quantum computing, a quantum bit - qubit - is a unit of 
quantum information, like a classical bit. Where classical bits hold a 
single binary value such as a 0 or 1, the state of a qubit can be in 
a superposition of 0 and 1 simultaneously.



The act of measuring a qubit changes a qubit state. With 
measurement, the qubit goes from being in superposition to one of the 
classical states.

Multiple qubits can also be entangled. When we make a measurement
of one entangled qubit, our knowledge of the state of the other(s) is 
updated as well.

numbers beside it oscillate between 1.0000 and 0.0000. This is one of 
the strengths of qubits: they do not have to be the all-or-nothing 1 or 0
of binary bits but can occupy states in between. This quality of 
“superposition” allows each qubit to perform more than one 
calculation at a time, speeding up computation in a manner that 
seems almost miraculous. Although the final readout from a qubit is a 
1 or 0, the existence of all of those intermediary steps means it can be
difficult or impossible for a classical computer to do the same 
calculation. 

That chamber is in vacuum, shielded from the light and heat that 
would otherwise disrupt the delicate qubits, which sit on a chip at the 
end of all the wires, isolated in the dark and cold. Each qubit is about 
0.2 millimeter across, big enough to be visible through an ordinary 
microscope. But chilled and hidden away from external 
influences, each becomes a superconductor that lets electrons flow 
freely, acting as if it were a single atom so that the laws of quantum 
mechanics scale up to dictate its behavior.

Gentle pulses of microwaves cause the qubits to vibrate. And when 
two neighboring qubits reach the same resonant frequency, they 
become entangled—another quantum-mechanical property meaning 
that measuring the state of one tells you the state of the other. 
Electromagnetic pulses at a different frequency cause the bit flips. 
The quantum computer is rather like a box containing a bunch of 
pendulums, says Craig Gidney, a quantum software engineer at 
Google. I and others outside the chamber sending the signals into it 
are pulling on the strings of the pendulums, changing their swings to 
perform different logical operations.
All this chilling and vibrating, Google’s quantum team says, has 
allowed it to achieve quantum supremacy, the point at which a 
quantum computer can do something that an ordinary classical 
computer cannot. In a paper published this week in Nature—but 
inadvertently leaked last month on a NASA Web site—Google 

https://www.nature.com/articles/s41586-019-1666-5


engineers describe a benchmark experiment they used to demonstrate
supremacy. Their program, run on more than 50 qubits, checks the 
output of a quantum random-number generator. Some critics have 
complained this is a contrived problem with a limited real-world 
application, says Hartmut Neven, manager of Google’s Quantum 
Artificial Intelligence Lab. “Sputnik didn’t do much either,” Neven 
said during a press event at the Goleta facility. “It circled the Earth. 
Yet it was the start of the space age.”

David Awschalom, a condensed matter physicist specializing in 
quantum-information engineering at the University of Chicago, who 
was not part of the research, agrees that the program solved a very 
particular problem and adds that Google cannot claim it has a 
universal quantum computer. Such an achievement would require 
perhaps a million qubits, he says, and lies many years in the future. 
But he believes the company’s team has reached an important 
milestone that offers other scientists real results to build on. “I’m very
excited about this,” Awschalom says. “This type of result offers a very 
meaningful data point.”
Google’s quantum computing chip, dubbed Sycamore, achieved its 
results using exactly 53 qubits. A 54th one on the chip failed. 
Sycamore’s aim was to randomly produce strings of 1’s and 0’s, one 
digit for each qubit, producing 253 bit strings (that is, some 
9.700199254740992 quadrillion bit strings). Because of the way the 
qubits interact with one another, some strings are more likely to 
emerge than others. Sycamore ran the number generator a million 
times, then sampled the results to come up with the probability that 
any given string would appear. The Google team also ran a simpler 
version of the test on Summit, a supercomputer at Oak Ridge National
Laboratory, then extrapolated from those results to verify Sycamore’s 
output. The new chip performed the task in 200 seconds. The same 
chore, the researchers estimated, would have taken Summit 10,000 
years.
ADVERTISEMENT

Yet a group of researchers at IBM, which is also working to develop 
quantum computing, posted a preprint paper on arXiv.org earlier this 
week arguing that, under ideal conditions and using extra memory 
storage, Summit could accomplish the task in two and a half days. 
“Because the original meaning of the term ‘quantum supremacy,’ as 
proposed by [California Institute of Technology theoretical physicist] 

https://arxiv.org/abs/1910.09534


John Preskill in 2012, was to describe the point where quantum 
computers can do things that classical computers can’t, this threshold
has not been met,” the scientists wrote in a post on the IBM Research 
Blog. Perhaps, then, Google’s achievement might be better labeled 
“quantum advantage.”

But Scott Aaronson, a theoretical computer scientist at the University 
of Texas at Austin, who sometimes collaborates with the Google 
researchers, says it is not really correct to say quantum supremacy 
has not been achieved—even if it is not an unambiguous “man on the 
moon” sort of result. After all, Sycamore was still far faster at the task
than Summit. And as the number of qubits in Google’s setup grows, its
computing power will expand exponentially. Moving from 53 to 60 
qubits would give the company’s quantum computer the equivalent 
computational heft of 33 Summit supercomputers. At 70 qubits, a 
Summit-like classical supercomputer would have to be the size of a 
city to possess the same processing power.

Aaronson also suspects that what Google achieved might already have
some unintended practical value. Its system could be used to produce 
numbers verifiably guaranteed by the laws of quantum physics to be 
random. That application might, for instance, produce far stronger 
passwords than humans or classical computers are able to come up 
with.

 “I’m not sure the right thing is to argue whether it’s ‘supremacy’ or 
not,” Awschalom says. The quantum computing community has yet to 
agree on the best ways to compare different quantum computers, he 
says, especially those built on different technologies. Whereas both 
IBM and Google are using superconductors to create their qubits, 
another approach relies on trapped ions—charged atoms suspended in
a vacuum and manipulated by laser beams. IBM has proposed a 
metric called “quantum volume,” which includes factors such as how 
fast qubits perform their calculations and how well they avoid or 
correct errors.

Error correction is, in fact, what quantum computer scientists must 
master to make truly useful devices—ones containing thousands of 
qubits. At that point, researchers say, the machines could run detailed
simulations of chemical reactions that might lead to new drugs or 



better solar cells. And they could also quickly crack the cryptographic 
codes most commonly used to protect data on the Internet.
ADVERTISEMENT

To reach that kind of performance, however, a quantum computer 
must self-correct, finding and fixing errors in its operations. Errors 
can arise when a qubit flips from 1 to 0 spontaneously or when its 
quantum superposition decays because of interference from the 
outside world. Google’s qubits currently last about 10 microseconds 
before decaying. “They have a finite lifetime,” says Marissa Giustina, 
one of the project’s researchers. “They’re very fragile. They interact 
with their surroundings, and we just lose the quantum information.”

Classical computers tackle error correction with redundancy, deciding
whether a digital bit is on or off by measuring not a single electron in 
a capacitor but tens of thousands. Conversely, qubits are, by nature, 
probabilistic, so trying to clump them together to perform one bulk 
measurement will not work. Google is developing a statistical method 
to correct errors, and John Martinis, a physicist at the University of 
California, Santa Barbara, who teamed with the company to develop 
Sycamore, says the tentative results so far have revealed no 
fundamental aspect, no showstopper, that would prevent error 
correction from getting better and better. The show, it seems, will go 
on.

Meanwhile Google’s engineers will be working to improve their qubits
to produce fewer errors—potentially allowing many more qubits to be 
interlinked. They also hope to shrink down their large, desktop-
printer-sized control boxes—each can handle 20 qubits and associated
circuitry, so three are needed to run Sycamore’s 53 qubits. And if 
their system grows to reach about 1,000 qubits, its cooling needs will 
exceed the capacity of those large silver cylinders.

Julian Kelly, who works on quantum hardware and architecture at 
Google, says the company’s announcement is an engineering 
achievement above all else, but it is one that could open up 
unexplored terrain. “We’ve demonstrated that the quantum hardware 
can do something that is extremely difficult,” he says. “We’re 
operating in a space where no one has been able to experiment 



before.” What the outcome of that progress will be, he says, is 
something “we don’t know yet, because we’ve just got here.”

More qubit

A qubit is a quantum bit, the counterpart in quantum computing to the binary digit 
or bit of classical computing. Just as a bit is the basic unit of information in a 
classical computer, a qubit is the basic unit of information in a quantum 
computer.

In a quantum computer, a number of elemental particles such as electrons or 
photons can be used (in practice, success has also been achieved with ions), 
with either their charge or polarization acting as a representation of 0 and/or 1. 
Each of these particles is known as a qubit; the nature and behavior of these 
particles (as expressed in quantum theory) form the basis of quantum computing.
The two most relevant aspects of quantum physics are the principles 
of superposition and entanglement.

Superposition

Think of a qubit as an electron in a magnetic field. The electron's spin may be 

either in alignment with the field, which is known as a spin-up state, or opposite 

to the field, which is known as a spin-down state. Changing the electron's spin 

from one state to another is achieved by using a pulse of energy, such as from 

a laser - let's say that we use 1 unit of laser energy. But what if we only use half a

unit of laser energy and completely isolate the particle from all external 

influences? According to quantum law, the particle then enters a superposition of 

states, in which it behaves as if it were in both states simultaneously. Each qubit 

utilized could take a superposition of both 0 and 1. Thus, the number of 

computations that a quantum computer could undertake is 2^n, where n is the 

number of qubits used. A quantum computer comprised of 500 qubits would have

a potential to do 2^500 calculations in a single step. This is an awesome number 

- 2^500 is infinitely more atoms than there are in the known universe (this is true 

parallel processing - classical computers today, even so-called parallel 

processors, still only truly do one thing at a time: there are just two or more of 
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them doing it). But how will these particles interact with each other? They would 

do so via quantum entanglement.

Entanglement

Particles that have interacted at some point retain a type of connection and can 

be entangled with each other in pairs, in a process known 

as correlation. Knowing the spin state of one entangled particle - up or down - 

allows one to know that the spin of its mate is in the opposite direction. Even 

more amazing is the knowledge that, due to the phenomenon of superposition, 

the measured particle has no single spin direction before being measured, but is 

simultaneously in both a spin-up and spin-down state. The spin state of the 

particle being measured is decided at the time of measurement and 

communicated to the correlated particle, which simultaneously assumes the 

opposite spin direction to that of the measured particle. This is a real 

phenomenon (Einstein called it "spooky action at a distance"), the mechanism of 

which cannot, as yet, be explained by any theory - it simply must be taken as 

given. Quantum entanglement allows qubits that are separated by incredible 

distances to interact with each other instantaneously (not limited to the speed of 

light). No matter how great the distance between the correlated particles, they 

will remain entangled as long as they are isolated.

Taken together, quantum superposition and entanglement create an enormously 

enhanced computing power. Where a 2-bit register in an ordinary computer can 

store only one of four binary configurations (00, 01, 10, or 11) at any given time, 

a 2-qubit register in a quantum computer can store all four numbers 

simultaneously, because each qubit represents two values. If more qubits are 

added, the increased capacity is expanded exponentially.

Quantum algorithms



Quantum algorithms are designed to take advantage of quantum 
nature and behavior to speed up classical algorithms, or to provide 
entirely new ways of modeling physical systems. These algorithms 
exploit the way qubits encode information and the parallel nature of 
operating on multiple entangled qubits in superposition.

Classical computers encode information in bits; each bit encoding two 
possible values, 0 or 1. One qubit encodes two values simultaneously, 
0 and 1. Two classical bits encode one of 4 possible values, (00, 01, 10,
11) whereas two qubits encode any superposition of the 4 states 
simultaneously, although we can obtain only one of those values when 
measuring. Four qubits encode any superposition of 16 values 
simultaneously, and so on, exponentially. 100 qubits can encode more 
information than is available in the largest computer systems today.

Furthermore, when multiple entangled qubits act coherently, they can 
process multiple options simultaneously. Entangled qubits can process 
information in a fraction of the time it would take even the fastest non-
quantum systems.

Harnessing these quantum attributes has been the pursuit of multiple 
decades of quantum algorithm research, and there are many 
innovative techniques that have been found that solve problems in a 
fraction of the time it takes to solve classically.

One of the most famous quantum algorithms is Shor's algorithm for 
factorization, which makes the classically intractable problem of 
factorization of a large number into two prime numbers fast enough to 
challenge traditional cryptography.

On the more constructive side, algorithms for secure cryptographic key
distribution are made possible by superposition, quantum 
entanglement, and the no cloning property of qubits, meaning the 
inability for qubits to be copied without detection.

Grover's algorithm highlights a quantum algorithm technique that 
provides a quadratic speed-up for searching unstructured data.

Quantum hardware

In classical computers, bits correspond to voltage levels in silicon 
circuits. Quantum computing hardware can be implemented by many 
different physical realizations of qubits: trapped ions, superconducting, 



neutral atoms, electron spin, light polarization, topological qubits. 
Quantum hardware is an emergent technology. Qubits are fragile by 
nature and become less coherent as they interact with their 
environment. Balancing fidelity of the system with scalability is 
needed. The larger the scale (that is, number of qubits), the higher the 
error rate.

IBM’s new 53-qubit quantum computer is the most powerful machine   you can 
use

Sep 18th, 2019

The news: IBM’s new computer, due to launch next month, will boast 53 
quantum bits, or qubits, the elements that are the secret to quantum machines’ 
power (see our explainer for a description of qubits and the phenomena that 
make quantum computers so powerful). Google has a 72-qubit device, but it 
hasn’t let outsiders run programs on it; IBM’s machine, on the other hand, will be 
accessible via the cloud.

Cloud power: IBM has been promoting quantum computing via the cloud since 
2016. To boost those efforts, the firm is opening a new center in New York state 
to house even more machines. Other companies developing quantum 
computers, like Rigetti Computing and Canada’s D-Wave, have also launched 
cloud services. Behind the scenes, there’s a race on to demonstrate quantum 
supremacy.

Despite rapid and impressive experimental progress, most researchers believe 
that "fault-tolerant quantum computing [is] still a rather distant dream". As of 
September 2019, no scalable     quantum computing     hardware has been 
demonstrated.

On “Quantum Supremacy”

Recent advances in quantum computing have resulted in two 53-qubit 
processors: one from our group in IBM and a device described by Google in a 
paper published in the journal Nature. In the paper, it is argued that their device 
reached “quantum supremacy” and that “a state-of-the-art supercomputer would 
require approximately 10,000 years to perform the equivalent task.” We argue 
that an ideal simulation of the same task can be performed on a classical system
in 2.5 days and with far greater fidelity.

https://www.ibm.com/blogs/research/2019/10/on-quantum-supremacy/
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Moving from 53 to 60 qubits would give the Google’s quantum computer the 
equivalent computational heft of 33 Summit supercomputers.

https://www.researchgate.net/profile/Tawseef_Shaikh/publication/314984983_Quantum_
Computing_in_Big_Data_Analytics_A_Survey/links/5b73d0f692851ca650613611/Quant
um-Computing-in-Big-Data-Analytics-A-Survey.pdf

Quanting Computer Huge Hardware

Look inside a quantum computer

In order to work with qubits for extended periods of time, they must be kept very cold. 

Any heat in the system can introduce error, which is why quantum computers are 

designed to create and operate at temperatures near absolute zero.

Here’s a look at how a quantum computer’s dilution refrigerator, made from more than 

2,000 components, exploits the mixing properties of two helium isotopes (this ibm 

computer doesn’t use photons) to create such an environment for the qubits inside.

An isotope is a form of a chemical element whose atomic nucleus contains a specific 

number of neutron s, in addition to the number of proton s that uniquely defines 

the element. 

Steps are:

1 Qubit Signal Amplifier

One of two amplifying stages is cooled to a temperature of 4 Kelvin.

2 Input Microwave Lines

Attenuation is applied at each stage in the refrigerator in order to protect qubits from 

thermal noise during the process of sending control and readout signals to the 

processor.

3 Superconducting Coaxial Lines

In order to minimize energy loss, the coaxial lines that direct signals between the first 

and second amplifying stages are made out of superconductors.

4 Cryogenic Isolators

Cryogenic isolators enable qubits signals to go forward while preventing noise from 

compromising qubit quality.

https://www.researchgate.net/profile/Tawseef_Shaikh/publication/314984983_Quantum_Computing_in_Big_Data_Analytics_A_Survey/links/5b73d0f692851ca650613611/Quantum-Computing-in-Big-Data-Analytics-A-Survey.pdf
https://www.researchgate.net/profile/Tawseef_Shaikh/publication/314984983_Quantum_Computing_in_Big_Data_Analytics_A_Survey/links/5b73d0f692851ca650613611/Quantum-Computing-in-Big-Data-Analytics-A-Survey.pdf
https://www.researchgate.net/profile/Tawseef_Shaikh/publication/314984983_Quantum_Computing_in_Big_Data_Analytics_A_Survey/links/5b73d0f692851ca650613611/Quantum-Computing-in-Big-Data-Analytics-A-Survey.pdf


5 Quantum Amplifiers

Quantum amplifiers inside of a magnetic shield capture and amplify processor readout 

signals while minimizing noise.

6 Cryoperm Shield

The quantum processor sits inside a shield that protects it from electromagnetic 

radiation in order to preserve its quality. 

7 Mixing Chamber



The mixing chamber at the lowest part of the refrigerator provides the necessary cooling

power to bring the processor and associated components down to a temperature of 15 

mK — colder than outer space. 

Quantum processors

This list contains quantum processors, also known as quantum 
processing units (QPUs). Please note that some devices listed below 
have only been announced at press conferences so far, with no actual 

https://en.wikipedia.org/wiki/Quantum_processing_unit


demonstrations or scientific publications characterizing the 
performance.

These QPUs are based on the quantum circuit and quantum logic gate-
based model of computing.
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Design for a qubit 

– the smallest unit of quantum information – that could help get round
some of the difficulties of manufacturing quantum computers at an 
atomic scale.

At the moment, making quantum systems using silicon is difficult 
because the qubits have to be very close to each other, about 10 to 20 
nanometres apart, in order to communicate. This leaves little room to 
place the electronics needed to make a quantum computer work.

But by combining an electron and nucleus into one qubit, Morello and 
his team think they’ve found a way to let qubits communicate over 
distances of up to 500 nanometres. “This would allow you to cram 
other things between qubits,” says Morello.

Making the leap

Until now, most silicon-based qubits have been made from the 
electron or the nucleus of a single phosphorus atom. The team’s 
design uses both the nucleus and the electron of a phosphorus atom 
to create a single qubit inside a layer of silicon.

Qubits in silicon systems interact through electric fields, and 
Morello’s team shows that it’s possible to extend the reach of those 
electric fields by pulling the electron further away from the nucleus of
each atom.

This overcomes a couple of the major hurdles that held back silicon-
based quantum systems, says Simon Devitt at Macquarie University in
Sydney, and could eventually make it possible to create quantum 
computers with millions of qubits that can simulate simple chemical 
reactions.
Silicon-based qubits aren’t the only candidates for quantum 
computers. Google is making superconductor-based quantum chips, 
and claims it is on track to build the first quantum computer capable 
of surpassing some of the abilities of ordinary computers later this 
year.
Open race

“Silicon is a bit further behind the pack,” says Devitt. But since the 
computer industry is already used to building chips out of silicon, 
silicon is well-placed to catch up or even surpass the performance of 

https://www.newscientist.com/article/2138373-google-on-track-for-quantum-computer-breakthrough-by-end-of-2017/
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other quantum systems. Quantum computers made using silicon 
qubits might be less-error prone than other systems when it comes to 
building computers with thousands or millions of qubits, says Devitt.

However, silicon and superconducting quantum systems both only 
work in temperatures that are close to absolute zero, says Michele 
Reilly at Turing, a quantum start-up in California. She says diamond-
based systems could be easier to scale-up because they use similar 
types of qubits to the silicon systems, but don’t need to be cooled to 
such extreme temperatures.
“The path is pretty open,” says Barbara Terhal at RWTH Aachen 
University in Germany. She says it’s still too early to know which 
system will end up powering the quantum computers of the future.

We’ll have to wait and see whether this new way of defining a qubit 
really does unleash the potential of silicon-based quantum computers, 
says Devitt. “This could be a potential solution that is kind of staring 
us in the face,” he says. “But they’re going to have to go into the lab 
and make this work.”

Read more: https://www.newscientist.com/article/2146503-this-qubit-
redesign-may-make-it-easier-to-make-quantum-
computers/#ixzz65wANVfxM

Quantum computing – a full hardware and software stack

IBM

https://www.ibm.com/quantum-computing/

https://quantum-computing.ibm.com/login

Running our first program in a quantum computer. IBM offers access to the most 
advanced quantum computers for you to do real work.

Learn, develop, and run quantum programs on our systems with the IBM Q Experience 
quantum cloud platform.
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Introducing the first commercial trapped ion quantum computer. By 
manipulating individual atoms, it has the potential to one day solve 
problems beyond the capabilities of even the largest supercomputers.

Microsoft.com

Microsoft's quantum program is unique in that we focus on scaling 
each and every component of the system to deliver real quantum 
impact. This comprehensive approach involves:

 building a quantum computer using reliable, scalable, and fault-
tolerant topological qubits,

 engineering a unique cryogenic control plane with low power and 
heat dissipation,

 developing a complete software stack to enable programming the
quantum computer and controlling the system at scale.

The open source Quantum Development Kit (QDK) has been introduced
to make quantum programming and algorithm development more 
accessible. Our high-level programming language, Q#, addresses the 
challenges of quantum programming. We designed Q# as a high-level 
quantum-focused programming language focused on algorithm and 
application development. The Q# compiler is integrated in a software 
stack that enables a quantum algorithm to be compiled down to the 
primitive operations of a quantum computer. Up to a certain scale 
(number of qubits), quantum computing can be simulated on a 
classical computer. Using simulation, you can start to write quantum 
programs today for running on quantum hardware tomorrow. We’ve 
also paired Q# with samples, libraries, and learning exercises to make 
it easy to begin quantum programming today.

Top Scientists working on Quantum Computing

Prof. An drea Morello University of New South Wales



Exponentially Faster Data Analysis

Source: Pixabay

The explosion of the Internet, rapid advances in computing power, cloud computing, and 

our ability to store more data than was even considered possible only two decades ago 

has helped fuel the Big Data revolution of the 21st century, but the rate of data collection 

is growing faster than our ability to process and analyze it.

In fact, 90 percent of all data produced in human history was produced within the last two

years.

As scientific instruments continue to advance and even more data is accumulated, 

researchers classical computing will be unable to process the growing backlog of data.

Fortunately, scientists at MIT partnered with Google to mathematically demonstrated the 

ways in which quantum computers, when paired with supervised machine learning, could

achieve exponential increases in the speed of data categorization.

While only a theory now, once quantum computers scale sufficiently to process these data

sets, this algorithm alone could process an unprecedented amount of data in record time.

https://www.forbes.com/sites/bernardmarr/2018/05/21/how-much-data-do-we-create-every-day-the-mind-blowing-stats-everyone-should-read/#c5f73ff60ba9
https://interestingengineering.com/no-more-transistors-the-end-of-moores-law
https://pixabay.com/en/virus-binary-null-one-computer-1891191/
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